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  Web	
  2.0:	
  Social	
  Media	
  

	
  
•  Facebook	
  	
  

‒  964	
  million	
  monthly	
  ac.ve	
  users	
  on	
  March	
  2013	
  
‒  an	
  average	
  user	
  has	
  130	
  friends	
  	
  	
  (Dunbar’s	
  number	
  ≅	
  150)	
  	
  
‒  more	
  than	
  3.5	
  billion	
  pieces	
  of	
  content	
  shared	
  per	
  week	
  

•  TwiVer	
  
‒  200	
  Millions	
  of	
  monthly	
  ac.ve	
  TwiVer	
  users	
  
‒  175	
  Millions	
  of	
  tweets	
  per	
  day	
  sent	
  in	
  2012	
  	
  (307	
  avg	
  user)	
  	
  

•  Google+	
  	
  
‒  925,000	
  new	
  users	
  on	
  Google+	
  every	
  day	
  
‒  favorite	
  among	
  tech	
  industries	
  and	
  engineers.	
  

•  Flickr	
  
‒  Flickr hosts more than 6.7 billion images 
‒   ~4 millions new uploads per day 

•  Youtube	
  
‒  More than 4 billion views a day and 60-70 hours of videos uploaded 

per minute 
‒  500 years of YouTube videos are watched on Facebook everyday 

•  …. 
 
 
	
  

.	
  
Source:	
  Social	
  Media	
  Sta.s.cs	
  (2012)	
  

It	
  took	
  to	
  reach	
  50	
  million	
  users:	
  
‒  Radio	
  38	
  years	
  	
  
‒  TV:	
  13	
  years,	
  	
  	
  	
  	
  
‒  Internet:	
  4	
  years,	
  	
  	
  	
  	
  
‒  iPod:	
  3	
  years	
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Social	
  Tagging	
  

•  People	
  upload,	
  share	
  and	
  annotate	
  huge	
  quan..es	
  of	
  mul.media	
  content	
  with	
  tags	
  
mo.vated	
  by	
  contribu.on	
  and	
  sharing,	
  self	
  presenta.on,	
  future	
  retrieval:	
  

–  using	
  crowdsourcing	
  op.ons	
  such	
  as	
  LabelMe	
  or	
  Amazon	
  Mechanical	
  Turk	
  	
  
–  par.cipa.ng	
  to	
  collabora.ve	
  image	
  labelling	
  games	
  such	
  as	
  ESP	
  game..	
  
–  tagging	
  photos	
  on	
  URLs,	
  Delicious…	
  
–  tagging	
  blog	
  posts	
  on	
  Wordpress,	
  Livejournal…	
  
–  tagging	
  on	
  media	
  sharing	
  social	
  networks	
  like	
  Flickr,	
  YouTube,	
  Facebook..	
  
–  ….	
  

Produce 
Consume 

Annotate 
Organize 

Discover 
User Content 

Folksonomies	
  and	
  Challenges	
  

•  Tags	
  imposed	
  by	
  social	
  networking	
  define	
  sob	
  organiza.ons	
  (Folksonomies)	
  on	
  data.	
  
Folksonomies	
  pose	
  new	
  opportuni.es	
  of	
  seman.cs	
  extrac.on	
  from	
  visual	
  data,	
  
opposed	
  to	
  fixed	
  sta.c	
  taxonomies	
  that	
  are	
  rigid,	
  conserva.ve,	
  and	
  centralized.	
  	
  

	
  
•  Main	
  challenges:	
  

–  Imprecise	
  and	
  ambiguous	
  tags,	
  order	
  not	
  corresponding	
  to	
  tag	
  relevance	
  and	
  influenced	
  by	
  
culture.	
  	
  

–  tags	
  irrelevant	
  to	
  the	
  visual	
  content	
  and	
  overly	
  personalized.	
  
–  spontaneous	
  choice	
  of	
  words	
  with	
  variability	
  among	
  different	
  people,	
  polysemy,	
  synonymy..	
  
–  seman.c	
  loss	
  in	
  the	
  textual	
  descrip.ons:	
  meaningful	
  tags	
  missing.	
  

	
  

Query	
  tag:	
  airplane	
  
airplane	
  
twin	
  
engine	
  
los	
  angeles	
  

day.me	
  
beach	
  
airplane	
  
ocean	
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Wordnet	
  Categories	
  of	
  Tags	
  in	
  Flickr	
  

•  The	
  distribu.on	
  of	
  Flickr	
  tags	
  over	
  the	
  most	
  common	
  WordNet	
  categories	
  

–  52%	
  of	
  the	
  tags	
  is	
  correctly	
  classified	
  
–  48%	
  of	
  the	
  tags	
  is	
  leb	
  unclassified.	
  

•  Nearly	
  one	
  half	
  of	
  tag	
  applica.ons	
  are	
  irrelevant	
  for	
  general	
  audience.	
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Figure 1: Distribution of the Tag Frequency in
Flickr.

by a power law [19, 1], and the probability of a tag having
tag frequency x is proportional to x

�1.15. With respect to
the tag recommendation task, the head of the power law
contains tags that would be too generic to be useful as a
tag suggestion. For example the top 5 most frequent occur-
ring tags are: 2006, 2005, wedding, party, and 2004. The
very tail of the power law contains the infrequent tags that
typically can be categorised as incidentally occurring words,
such as mis-spellings, and complex phrases. For example:
ambrose tompkins, ambient vector, and more than 15.7 mil-
lion other tags that occur only once in this Flickr snapshot.
Due to their infrequent nature, we expect that these highly
specific tags will only be useful recommendations in excep-
tional cases.
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Figure 2: Distribution of the number of tags per
photo in Flickr.

Figure 2 shows the distribution of the number of tags per
photo also follows a power law distribution. The x-axis rep-
resents the 52 million photos, ordered by the number of tags
per photo (descending). The y-axis refers to the number
of tags assigned to the corresponding photo. The proba-
bility of having x tags per photo is proportional to x

�0.33.
Again, in context of the tag recommendation task, the head
of the power law contains photos that are already exception-

28%

16%

13%

9%

7%

27%

Unclassified Location Artefact or Object Person or Group Action or Event Time Other

48%

Figure 3: Most frequent WordNet categories for
Flickr tags.

ally exhaustively annotated, as there are photos that have
more than 50 tags defined. Obviously, it will be hard to
provide useful recommendations in such a case. The tail of
the power law consists of more than 15 million photos with
only a single tag annotated and 17 million photos having
only 2 or 3 tags. Together this already covers 64% of the
photos. Typically, these are the cases where we expect tag
recommendation to be useful to extend the annotation of
the photo.

To analyse the behaviour of the tag recommendation sys-
tems for photos with di↵erent levels of exhaustiveness of the
original annotation, we have defined four classes, as shown
in Table 1. The classes di↵erentiate from sparsely annotated
to exhaustively annotated photos, and take the distribution
of the number of tags per photo into account as is shown in
the last column of the table. In Section 6, we will use this
categorisation to analyse the performance for the di↵erent
annotation classes.

Tags per photo Photos
Class I 1 ⇡ 15,500,000
Class II 2 – 3 ⇡ 17,500,000
Class III 4 – 6 ⇡ 12,000,000
Class IV > 6 ⇡ 7,000,000

Table 1: The definition of photo-tag classes and the
number of photos in each class.

3.3 Tag Categorisation
To answer the question “What are users tagging?”, we

have mapped Flickr tags onto the WordNet broad cate-
gories [10]. In a number of cases, multiple WordNet cat-
egory entries are defined for a term. In that case, the tag is
bound to the category with the highest ranking. Consider
for example the tag London. According to WordNet, London
belongs to two categories: noun.location, which refers to
the city London, and noun.person, referring to the novelist
Jack London. In this case the location category is ranked
higher than the person. Hence, we consider the tag London
to refer to the location.

Figure 3 shows the distribution of Flickr tags over the
most common WordNet categories. Following this approach,
we can classify 52% of the tags in the collection, leaving 48%

329

WWW 2008 / Refereed Track:  Rich Media April 21-25, 2008. Beijing, China

From: [Sigurbjörnsson et al.-08] 

52	
  Million	
  Flickr	
  photos	
  
188	
  million	
  tags	
  	
  
3.7	
  million	
  unique	
  tags	
  

Flickr	
  Tags	
  Frequency	
  and	
  Number	
  Distribu.on	
  

•  Both	
  tag	
  frequency	
  and	
  number	
  of	
  tags	
  per	
  photo	
  follow	
  a	
  power	
  distribu.on.	
  
–  Tag	
  frequency:	
  

•  The	
  head	
  of	
  the	
  distribu.on	
  contains	
  too	
  generic	
  tags	
  to	
  be	
  useful	
  (wedding,	
  party,…	
  ).	
  
•  The	
  tail	
  contains	
  the	
  infrequent	
  tags	
  with	
  incidentally	
  occurring	
  terms	
  such	
  as	
  

misspellings	
  and	
  complex	
  phrases.	
  	
  
–  Tag	
  number:	
  about	
  64%	
  of	
  tags	
  have	
  only	
  1-­‐3	
  tags.	
  	
  

•  These	
  are	
  the	
  cases	
  where	
  tag	
  recommenda.on	
  can	
  be	
  useful.	
  	
  
From: [Sigurbjörnsson et al.-08] 

52	
  Million	
  Flickr	
  photos	
  	
  
188	
  million	
  tags	
  	
  
3.7	
  million	
  unique	
  tags	
  

52	
  Million	
  Flickr	
  photos	
  	
  
188	
  million	
  tags	
  
3.7	
  million	
  unique	
  tags	
  

Log scale 
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The	
  Wisdom	
  of	
  Crowds	
  

•  The	
  wisdom	
  of	
  crowds:	
  the	
  verdict	
  of	
  a	
  group	
  of	
  people	
  is	
  closer	
  to	
  the	
  truth	
  than	
  
that	
  of	
  any	
  individual	
  in	
  the	
  group	
  [Galton	
  1906]	
  

•  With	
  social	
  media	
  annota.ons	
  tag	
  vocabulary	
  reaches	
  a	
  
sta.s.cal	
  regularity.	
  Mechanisms	
  to	
  convert	
  the	
  opininions	
  
into	
  an	
  aggregated	
  verdict:	
  

‒  Tag	
  co-­‐occurrence:	
  the	
  number	
  of	
  images	
  where	
  several	
  	
  tags	
  
are	
  used	
  in	
  the	
  same	
  annota.on	
  is	
  the	
  key	
  to	
  tag	
  
recommenda.on	
  	
  

‒  Visual	
  content-­‐tag	
  associaJon:	
  if	
  different	
  persons	
  label	
  
visually	
  similar	
  images	
  with	
  the	
  same	
  tags,	
  these	
  tags	
  are	
  
likely	
  to	
  reflect	
  objec.ve	
  aspects	
  of	
  the	
  visual	
  content.	
  

‒  Considering	
  the	
  complex	
  relaJonships	
  of	
  tags	
  in	
  a	
  
folksonomy	
  

 

	
  	
  	
  	
  

•  The	
  goal	
  is	
  to	
  improve	
  the	
  quality	
  of	
  tagging	
  by	
  removing	
  noisy	
  tags,	
  disambigua.ng	
  
tags	
  and	
  recommending	
  new	
  tags	
  that	
  are	
  relevant	
  to	
  the	
  visual	
  content	
  and	
  the	
  
other	
  tags,	
  automa.cally	
  	
  by	
  exploi.ng	
  folksonomies	
  

•  Includes	
  tag	
  refinement,	
  tag	
  recommenda.on,	
  and	
  	
  tag	
  re-­‐ranking.	
  	
  

	
  Improving	
  Image	
  Tagging	
  

child
girl child
party             
birthday         
nikon
d40
candle          
pie               
apple
berries       
hand          

Luigi Torreggiani, CC BY 2.0 license.

child
girl child
party             
birthday         
nikon
d40
candle          
pie               
apple
berries       
hand          

Luigi Torreggiani, CC BY 2.0 license.

child
girl child
party              context
birthday          context
nikon
d40
candle           content
pie                content
apple
berries        content
hand           content

Luigi Torreggiani, CC BY 2.0 license.
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•  Methods	
  addressing	
  both	
  visual	
  and	
  textual	
  clues	
  are	
  required:	
  

–  Model-­‐based	
  supervised	
  approaches	
  do	
  not	
  scale	
  with	
  social	
  media.	
  The	
  
scarcity	
  of	
  training	
  examples	
  and	
  the	
  diversity	
  in	
  visual	
  appearance	
  might	
  make	
  
the	
  learned	
  models	
  difficult	
  to	
  generalize.	
  	
  

–  Model-­‐free	
  semi-­‐automa.c	
  annota.on	
  systems	
  recommend	
  addi.onal	
  tags	
  co-­‐
occurrence	
  staJsJcs,	
  content-­‐based	
  retrieval,	
  nearest	
  neighbor	
  matching	
  and	
  
clustering.	
  Require	
  users	
  to	
  supply	
  an	
  ini.al	
  set	
  of	
  tags	
  for	
  images	
  to	
  be	
  
annotated.	
  	
  

Visual	
  Content-­‐tag	
  Associa.on	
  

From:	
  [Sawant	
  et	
  al.-­‐11]	
  

3 

Concert	
  
Players	
  
Special	
  
effects	
  

Sunset	
  
On	
  the	
  way	
  
back	
  

Seaside	
  
Sunset	
  
Sun	
  
Elba	
  island	
  

Tag	
  Rela.onships	
  in	
  Folksonomy	
  

•  Popular	
  view	
  of	
  a	
  folksonomy:	
  ternary	
  rela.onship	
  between	
  users,	
  images	
  and	
  tags.	
  
Can	
  be	
  modeled	
  as	
  a	
  three-­‐dimensional	
  associa.on	
  matrix	
  	
  

Visual	
  fatures	
  
Time	
  
Geo-­‐loca.on	
  
..	
  

Reputa.on	
  
Reliability	
  
Groups	
  
…	
  

Frequency	
  
Entropy	
  
Wordnet	
  distance	
  
Google	
  distance	
  
Flickr	
  distance	
  
…	
  

features	
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•  Since	
  last	
  5-­‐6	
  years.	
  Two	
  basic	
  approaches:	
  

–  Sta.s.cal	
  modeling	
  matrix	
  factoriza.on:	
  describe	
  variability	
  among	
  observed,	
  
correlated	
  variables	
  in	
  terms	
  of	
  a	
  poten.ally	
  lower	
  number	
  of	
  unobserved	
  
variables.	
  Can	
  consider	
  users	
  explicitely.	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

	
  	
  
–  Data-­‐driven	
  approaches	
  predict	
  tags	
  from	
  presence/absence	
  of	
  tags	
  among	
  

neighbors.	
  Don’t	
  consider	
  users	
  explicitely.	
  
	
  

	
  Addressing	
  Social	
  Media	
  Annota.on	
  

Taxonomy	
  of	
  Main	
  Research	
  Contribu.ons	
  

	
  	
  
Tag Ranking and 
Image Retrieval

Tag Suggestion and 
Refinement

Image 
AutoAnnotation

Statistical 
modeling Data-driven 

Neighbours 
voting

Li X. [2008]

RWR
D. Liu [2009]

Statistical 
modeling Data-driven 

Visual Synsets
D. Tsai [2011]

TCRT
D. Liu [2011]

JEC Distance
Makadia [2008]

LRES 
Factorization
G. Zhu [2010]

Tucker3 Modeling
J. Sang [2012]

CNMF
Y. Liu [2010]

TRVSC
D. Liu [2010]

TagProp 
M. Guillaumin [2009]

TagProp on Mirflickr
J. Verbeek [2010]

Statistical 
modeling Data-driven 

TagRelevance
Li X. [2009]

TagRelevance 
Multi Distances

Li X. [2010]

PMF 
Z. Li [2010]

RTMF 
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  •  Techniques	
  based	
  on	
  sta.s.cal	
  modeling	
  employ	
  matrix	
  factoriza.on.	
  	
  

•  Varia.ons	
  in	
  observed	
  variables	
  might	
  reflect	
  the	
  varia.ons	
  in	
  fewer	
  unobserved	
  
variables.	
  The	
  observed	
  variables	
  are	
  modeled	
  as	
  linear	
  combina.ons	
  of	
  the	
  poten.al	
  
factors,	
  plus	
  error	
  terms	
  varia.ons	
  in	
  response	
  to	
  unobserved	
  latent	
  variables.	
  	
  

	
  	
  Tag	
  Refinement:	
  Sta.s.cal	
  Modeling	
  

•  Low-­‐Rank	
  approxima.on	
  and	
  Error	
  Sparsity	
  (LR+ES)	
  
•  By	
  visual	
  and	
  seman.c	
  consistency	
  (TRVSC)	
  	
  
•  Ranking	
  based	
  Mul.-­‐correla.on	
  Tensor	
  factoriza.on	
  (RMTF)	
  

	
  
	
  

 

	
  	
  

•  Based	
  on	
  a	
  few	
  assump.ons	
  on	
  tag	
  characteris.cs:	
  
–  low-­‐rank	
  property:	
  the	
  seman.c	
  space	
  spanned	
  by	
  tags	
  can	
  be	
  approximated	
  by	
  a	
  smaller	
  

subset	
  of	
  salient	
  words	
  derived	
  from	
  the	
  original	
  space.	
  
–  tag	
  correlaJon:	
  seman.c	
  tags	
  are	
  correlated	
  (Google	
  distance	
  like).	
  
–  visual	
  consistency:	
  visually	
  similar	
  images	
  are	
  annotated	
  with	
  similar	
  tags.	
  
–  error	
  sparsity	
  for	
  the	
  image-­‐tag	
  matrix:	
  user’s	
  tagging	
  is	
  reasonably	
  accurate	
  and	
  one	
  image	
  

usually	
  is	
  labelled	
  with	
  few	
  tags.	
  

G. Zhu, S. Yan, and Y. Ma,                                        
“Image tag refinement towards low-rank, content-tag prior 
and error sparsity,” in Proc. of ACM Multimedia, 2010.  

Low-­‐Rank	
  Approxima.on	
  and	
  Error	
  Sparsity	
  (LR+ES)	
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•  The	
  problem	
  of	
  tag	
  refinement	
  is	
  cast	
  into	
  a	
  decomposi.on	
  of	
  the	
  user-­‐provided	
  tag	
  

matrix	
  D	
  into	
  a	
  low-­‐rank	
  refined	
  matrix	
  A	
  and	
  a	
  sparse	
  error	
  matrix	
  E	
  subject	
  to	
  a	
  cost	
  
term	
  for	
  every	
  observa.on.	
  

•  The	
  problem	
  reduces	
  to	
  recover	
  the	
  noise-­‐free	
  matrix A,	
  so	
  each	
  column	
  vector	
  can	
  be	
  
used	
  to	
  represent	
  the	
  corresponding	
  images:	
  

	
  

•  Accelerated	
  Proximal	
  Gradient	
  Method	
  to	
  itera.vely	
  converge	
  to	
  the	
  op.mal	
  solu.on.	
  
Image	
  tags	
  are	
  aggregated	
  over	
  all	
  users,	
  so	
  losing	
  important	
  informa.on	
  about	
  
individual	
  user’s	
  varia.on	
  in	
  tag	
  usage.	
  	
  

	
  	
  

Figure 1: Framework of image tag refinement towards low-rank, content consistency, tag correlation and
error sparsity. The column-wise user-provided tag matrix D (Note that D is sub-sampled from a larger real
user-provided tag matrix for ease of display), where white grid represents the association of a tag with image
and black one represents non-association, is decomposed into a low-rank matrix A (the refined tag matrix and
here rank(A) = 13) and a sparse matrix E (tagging error in user-provided tags and sparse error is ‖E‖0 = 72 in
this illustration) by considering the properties of content consistency and tag correlation.

tags is thus highly desirable for tag based image retrieval
and other related applications.

In this paper, to address the aforementioned imprecise and
incomplete issues of user-provided image tags, we propose a
novel refinement approach aiming to improve the quality
of tags. The approach is motivated by the following four
observations of image tags from large volume social images.

• Low-rank. The existing work on text information
processing [7] has demonstrated that the semantic space
spanned by text keywords can be approximated by a
smaller subset of salient words derived from the origi-
nal space. As one kind of text information, image tags
are consequently subject to such low-rank property.

• Content consistency. From large-scale image dataset,
we can observe that visually similar images often re-
flect similar themes and thus are typically annotated
with similar tags. Content consistency describes the
relationships between content level and semantic level.
Being an important prior, this observation has been
widely explored in visual category learning [8, 9].

• Tag correlation. Semantic tags associated with im-
ages do not appear in isolation, instead often appear
correlatively and naturally interact with each other at
the semantic level. As another important prior, tag
correlation characterizes the relationships within se-
mantic level and is often the preliminary assumption
of multi-label and contextual learning algorithms [10,
11].

• Error sparsity. With the general knowledge that the
human-beings share most of the common concepts in
the semantic space, the tagging results for one image

are reasonably accurate to certain level. Moreover,
one image usually is labeled with only couple of tags.
Such observations lead to the characteristics of error
sparsity for image tag matrix.

Figure 1 shows the framework of our problem formulation
and solution. Given the user-provided image tag matrix
D, to comprehensively characterize the above four factors,
we cast the tag refinement task into a convex optimization
problem, which simultaneously minimizes the matrix rank
and priors as well as error sparsity. Concretely, the nuclear
norm, !1 norm and trace operation are employed to model
the properties regarding tag low-rank, error sparsity, content
consistency and tag correlation, respectively. The results
are the low-rank matrix A which encodes the refined image
tags, and the sparse matrix E which represents the tagging
errors in user-provided tags. To obtain the results effectively,
we also propose an efficient convergence provable iterative
procedure to accomplish the optimization.

The novelties and main contributions of this paper are
summarized as follows.

• We propose a new tag refinement formulation in form
of convex optimization which comprehensively consid-
ers the tag characteristics from the points of view of
low-rank, error sparsity, content consistency and tag
correlation.

• Compared with existing works, the low-rank and er-
ror sparsity are firstly integrated into the optimization
procedure for image tag refinement. With the assis-
tance of constraints of content consistency and tag cor-
relation, the proposed approach is capable of correct-
ing imprecise tags and enriching the incomplete ones.

min

A,E
||A||⇤ + �1||E||1 + �2[Tc(A) + Tt(A)]

subject to D = A+ E

||A|| cost associated to the rank 
||E|| cost to maximize sparseness of E 
 Tc(A) cost related to image content similarity 
 Tt(A) cost based on tag correlation (rows of A 
should be similar if the corresponding tags are 
semantically near).  

Retagging	
  by	
  Visual	
  and	
  Seman.c	
  Consistency	
  (TRVSC)	
  	
  
	
  

•  Address	
  the	
  gap	
  between	
  tags	
  and	
  image	
  content.	
  Composite	
  solu.on	
  of	
  tag	
  filtering,	
  
refinement	
  and	
  enrichment.	
  Assume	
  consistency	
  between	
  visual	
  and	
  seman.c	
  
similarity	
  in	
  social	
  images.	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

–  Tag	
  filtering	
  uses	
  Wordnet	
  to	
  constrain	
  the	
  tag	
  vocabulary	
  within	
  content-­‐related	
  tags.	
  	
  
–  Tag	
  refinement	
  op.mizes	
  the	
  filtered	
  tags,	
  by	
  maximizing	
  consistency	
  of	
  visual	
  and	
  seman.c	
  

similari.es	
  between	
  images	
  while	
  minimizing	
  the	
  devia.on	
  of	
  the	
  tags	
  from	
  those	
  provided	
  
by	
  users.	
  

–  Tag	
  enrichment	
  expands	
  each	
  tag	
  with	
  synonyms	
  and	
  hypernyms	
  in	
  Wordnet.	
  	
  

	
  

D Liu, X.-S. Hua, M. Wang, and H.-J. Zhang,         
“Image retagging,” in Proc. of ACM Multimedia, 2010.  

Phenomenon

Color

Thing

Artifact

Organism

Content‐Related Vocabulary

Consistency of visual and 
semantic similarity

flower green 
butterfly insect fly

blue sky flower 
grass yellow refraction

Visual Similarity

Semantic Similarity

Filtering Refinement

cat pussy, kitty

animal

grass

plant

flower bloom, blossom

Enrichment

cat pussy kitty animal 
hat brown

gar automobile auto 
vehicle grass plant sky 

Initial Tags After Retagging

Synonyms Hypernyms: :

cat deleteme best 
baby top101 

trip auto Australia me
driving sky

Figure 2: The schematic illustration of the image retagging approach. Tag filtering is first adopted to filter

out content-unrelated tags. Then an optimization algorithm is performed to refine the tags. Finally, we

augment each tag with its synonyms and hypernyms.

Sigurbjörnsson et al. [12] have provided the insights on how
users tag their photos and what type of tags they are provid-
ing. Kennedy et al. [13] have evaluated the performance of
the classifiers trained with Flickr images and the associated
tags, and demonstrated that tags provided by Flickr users
actually contain many noises. Yan et al. [14] have proposed
a model that is able to predict the time cost of manual image
tagging. Liu el al. [8] have proposed methods to analyze the
relevance scores of tags with respect to the image. Wein-
berger et al. [15] have proposed a method to analyze the
ambiguity of tags. DiÆerent tag recommendation methods
have also been proposed that aim at helping users tag im-
ages more e±ciently [12]. Despite these works have shown
encouraging results, we can see that most of them focus on
helping users tag images in more e±cient ways or directly
utilizing the tags as a knowledge source, whereas there is
still a severe lack regarding improving the quality of tags.

The most related works to this paper are [16, 17], which
showed some brief and preliminary formulations based on a
similar motivation, but the scheme to be introduced in this
paper will provide a much more comprehensive framework
and much deeper theoretical analysis on the performance.
Another related work to our retagging scheme is image an-
notation refinement [18, 19], which tries to improve the qual-
ity of inaccurate concept annotation results. As a pioneering
work, Jin et al. [18] have used WordNet [7] to estimate the
semantic correlation between to-be-annotated concepts and
then highly-correlated concepts are preserved and weakly-
correlated concepts are removed. However, this method has
not taken the visual information of images into account, and
it thus achieves only limited success. The eÆort in [19] has
further leveraged visual clue, but it is still merely used to
estimate the correlation between to-be-annotated concepts
in order to perform belief propagation among concepts, and
the usage is obviously not su±cient. This is reasonable for
the annotation refinement methods, since typically visual
information is already used in annotation algorithms, but
in retagging the visual clue will be the most important in-
formation source to improve the tag quality. In our scheme,
the tag refinement component will simultaneously model the
visual and semantic clues. Experiments will show that this
method is superior to the existing annotation refinement al-
gorithms.

3. TAG FILTERING
As introduced in Section 1, many tags provided by users

are actually intrinsically content unrelated, such as emo-
tional tags and signaling tags (Signaling tags are those that
indicate to other users to take action on images or recog-
nize their importance, such as “delete me”, “click me” and
“best” [20]). Handling such tags is beyond the capability of
computer vision and machine learning techniques. In addi-
tion, their existence may bring significant noises in analy-
sis or learning algorithms, such as the tag refinement intro-
duced in the next section. Therefore, we propose to filter
out those content unrelated tags to ensure the performance
of content-related tags can be significantly improved by the
refining process.

To diÆerentiate content-related tags from content-unrelated
ones in a large tag set is not a trivial task. The most straight-
forward way is to check each word in an authoritative dictio-
nary (such as Merriam-Webster dictionary) and ask humans
to decide whether it is content-related based on their knowl-
edge and understanding. However, it needs intensive labor
costs. Another possible approach is to mine the relation-
ship between tags and the content of images from large-scale
data, such as the works in [21, 22]. However, a limitation of
this approach is that it needs to be accomplished based on
a set of low-level features. There is always a gap between
these features and the actual image content. For example,
the tags “red” and “green” are of course content-related, but
these approaches may decide them as content-unrelated if
SIFT features are applied. In our work, we solve this di±-
culty by taking advantage of lexical and domain knowledge,
which is analogous to the approach in [23].

First, from the part-of-speech of words, we only consider
nouns. For example, many photos on Flickr are tagged with
verb “delete”, adjective “beautiful”, adverb “heavily” or nu-
merals such as “2”, “131”, and “1001”. Actually it is hard to
say the non-noun words are definitely not related to image
content, since there also may be several visual patterns for
these words. For example, “beautiful” may relate to flower,
scene or woman with high probability. But these non-noun
words will be di±cult to be analyzed or learned. Thus we
restrict ourselves to the noun set of WordNet lexicon [7],
which contains 114, 648 noun entries and the tags that are
out of this set will be out of the scope of this paper.
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•  Refinement	
  op.miza.on	
  framework:	
  
–  Consistency	
  between	
  visual	
  and	
  seman.c	
  similarity:	
  tags	
  of	
  visually	
  close	
  images	
  are	
  

expected	
  to	
  be	
  similar	
  
–  User-­‐provided	
  tags	
  are	
  relevant	
  with	
  high	
  probability	
  

minimizes	
  the	
  difference	
  between	
  image	
  similarity	
  (a	
  Gaussian	
  kernel	
  over	
  visual	
  
features)	
  and	
  tag	
  similarity	
  (from	
  WordNet	
  using	
  Lin’s	
  Similarity	
  measure).	
  
	
  
	
  

•  Efficient	
  itera.ve	
  op.miza.on	
  algorithm	
  with	
  provable	
  convergent	
  proper.es.	
  	
  	
  	
  	
  	
  	
  
Use	
  of	
  a	
  full	
  visual	
  similarity	
  matrix	
  between	
  all	
  images	
  poses	
  a	
  scalability	
  issue.	
  

	
  

	
  	
  

Wij = exp(� ||xi � xj ||22
�

2
)

Sij =
2 ⇤ IC(lcs(ti, tj))

IC(ti) + IC(tj)

min
Y,D

||W �YSYT ||2F + C||Y �DŶ||2F

s.t. Yjl, Djj � 0

	
  	
  

	
  	
  

tag(u, i, t) ✓ U ⇥ I ⇥ VT

•  The	
  method	
  considers	
  that,	
  on	
  top	
  of	
  visual	
  appearance,	
  images	
  tagged	
  by	
  similar	
  
users	
  can	
  capture	
  more	
  seman.c	
  correla.ons.	
  	
  

•  Jointly	
  models	
  the	
  ternary	
  rela.ons	
  between	
  users,	
  tags	
  and	
  images	
  and	
  uses	
  a	
  
tensor-­‐based	
  representa.on	
  and	
  Tucker	
  decomposi.on	
  into	
  latent	
  subspaces	
  for	
  
the	
  latent	
  factor	
  inference.	
  	
  

	
  Ranking	
  Based	
  Mul.-­‐correla.on	
  Tensor	
  Factoriza.on	
  (RMTF)	
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User-Aware Image Tag Refinement
via Ternary Semantic Analysis

Jitao Sang, Changsheng Xu, Senior Member, IEEE, and Jing Liu, Member, IEEE

Abstract—Large-scale user contributed images with tags are
easily available on photo sharing websites. However, the noisy
or incomplete correspondence between the images and tags pro-
hibits them from being leveraged for precise image retrieval and
effective management. To tackle the problem of tag refinement,
we propose a method of Ranking based Multi-correlation Tensor
Factorization (RMTF), to jointly model the ternary relations
among user, image, and tag, and further to precisely reconstruct
the user-aware image-tag associations as a result. Since the user
interest or background can be explored to eliminate the ambiguity
of image tags, the proposed RMTF is believed to be superior to
the traditional solutions, which only focus on the binary image-tag
relations. During the model estimation, we employ a ranking
based optimization scheme to interpret the tagging data, in which
the pair-wise qualitative difference between positive and nega-
tive examples is used, instead of the point-wise 0/1 confidence.
Specifically, the positive examples are directly decided by the ob-
served user-image-tag interrelations, while the negative ones are
collected with respect to the most semantically and contextually
irrelevant tags. Extensive experiments on a benchmark Flickr
dataset demonstrate the effectiveness of the proposed solution
for tag refinement. We also show attractive performances on two
potential applications as the by-products of the ternary relation
analysis.

Index Terms—Factor analysis, social media, tag refinement,
tensor factorization.

I. INTRODUCTION

W ITH the popularity of Web 2.0 technologies, there
are explosive photo sharing websites with large-scale

image collections available online, such as Flickr,1 Picasa,2
Zooomr,3 and Pinterest. 4 These Web 2.0 websites allow users
as owners, taggers, or commenters for their contributed images
to interact and collaborate with each other in a social media
dialogue. Its typical structure (Flickr for example) is illustrated
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February 05, 2012. Date of publication February 22, 2012; date of current
version May 11, 2012. This work was supported in part by National Program
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Automation, Chinese Academy of Sciences, Beijing 100190, China, and also
with the China-Singapore Institute of Digital Media, Singapore, 119613 (e-mail:
jtsang@nlpr.ia.ac.cn; csxu@nlpr.ia.ac.cn; jliu@nlpr.ia.ac.cn).
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TMM.2012.2188782

1http://www.flickr.com
2http://picasa.google.com
3http://www.zooomr.com
4http://pinterest.com

Fig. 1. Integrated structure of social tagging in Flickr.

in Fig. 1, in which three types of interrelated entities are in-
volved, i.e., image, tag, and user. From this view, we can deem
the user contributed tagging data as the products of the ternary
interactions among images, tags, and users.
Obviously, given such a large-scale web dataset, noisy and

missing tags are inevitable, which limits the performance of so-
cial tag-based retrieval system [1], [2]. Therefore, the tag re-
finement to denoise and enrich tags for images is desired to
tackle this problem. Existing efforts on tag refinement [3]–[10]
exploited the semantic correlation between tags and visual sim-
ilarity of images to address the noisy and missing issues, while
the user interaction as one of important entities in the social tag-
ging data is neglected.
As above mentioned, users are the originator of the tagging

activity and they are involved with images and tags in many as-
pects.We believe that the incorporation of user information con-
tributes to a better understanding and description of the tagging
data. We take two simple examples to explain this observation.
As shown in Fig. 2(a), both images are tagged with “jaguar” by
the two users (indicated by user ID,5) but they have different vi-
sual content, i.e., a luxury car and an animal, respectively. Due
to the well-known “semantic gap”, traditional work on image
content understanding cannot solve the problem well. In this
case, users’ interest and background information can be lever-
aged to specify the image semantics. That is, a car fan will pos-
sibly use “jaguar” to tag a “car” image, while an animal spe-
cialist will use “jaguar” to tag a “wild cat”. Fig. 2(b) shows
three images from the FIFA 2010 final. We can see that dif-
ferent tags of “football” and “soccer” are annotated to the vi-
sually similar images. Considering the tagger information, we
can easily understand this phenomenon: users have different
5The user ID of the taggers can be acquired from the Flickr API: http://www.

flickr.com/services/api

1520-9210/$31.00 © 2012 IEEE

J. Sang, C, Xu, J. Liu                                                     
“User-aware image tag refinement via ternary semantic 
analysis” in IEEE Trans. On Multimedia, 2012.  
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•  Only	
  qualita.ve	
  differences	
  are	
  important.	
  The	
  task	
  is	
  cast	
  into	
  a	
  ranking	
  problem	
  to	
  
determine	
  which	
  tag	
  is	
  more	
  relevant	
  for	
  a	
  user	
  to	
  describe	
  an	
  image.	
  	
  

•  Ternary	
  logic:	
  tags	
  that	
  are	
  not	
  in	
  the	
  list	
  can	
  be	
  either	
  missing	
  or	
  non	
  relevant:  
‒  positive tags (tags assigned by the users),  
‒  negative tags (dissimilar tags that rarely occur together with positive tags)  
‒  neutral tags (all the other tags) removed	
  from	
  the	
  learning	
  process	
  

	
  
•  Model	
  	
  parameters	
  are	
  learned	
  by	
  minimizing	
  the	
  penalty	
  for	
  each	
  posiJve	
  tag	
  with	
  rank	
  

lower	
  than	
  a	
  negaJve	
  tag:	
  

•  Op.miza.on	
  is	
  obtained	
  itera.vely	
  using	
  stochas.c	
  gradient,	
  one	
  latent	
  matrix	
  at	
  a	
  .me.	
  
	
  

13 

Based on common Flickr user groups 

Based on Lin similarity in Wordnet and tag cooccurence 

Based on visual distance 

argmin
✓

X

t+2T+

X

t�2T�

H(ŷt� � ŷt+) 8 user, image

Binary	
  vs	
  
ternary	
  logic	
  

Affine items will be mapped close in the subspace	
  

	
  	
  

Tag	
  Refinement:	
  Data-­‐driven	
  

•  Data	
  driven	
  methods	
  exploit	
  binary	
  image-­‐tag	
  rela.ons.	
  Assume	
  there	
  exist	
  large	
  
well	
  labeled	
  dataset	
  where	
  one	
  can	
  find	
  visual	
  duplicates	
  of	
  the	
  image.	
  

•  Ground	
  on	
  the	
  idea	
  of	
  selec.ng	
  a	
  set	
  of	
  visually	
  similar	
  images	
  and	
  then	
  extract	
  a	
  
set	
  of	
  relevant	
  tags	
  associated	
  using	
  a	
  tag	
  transfer	
  procedure.	
  Nearest	
  Neighbor	
  
vo.ng	
  is	
  used	
  

	
  
•  Simple	
  Label	
  Transfer	
  (SLT)	
  
•  Tag	
  Relevance	
  Learning	
  (TR)	
  
•  Tag	
  Prop	
  weighted	
  NN	
  annota.on	
  (TAGProp)	
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•  Images	
  are	
  ranked	
  according	
  to	
  content	
  similarity	
  distances.	
  Joint	
  equal	
  contribu.on	
  
between	
  distances	
  or	
  Lasso	
  are	
  used.	
  

•  The	
  most	
  similar	
  image	
  is	
  selected	
  and	
  its	
  tags	
  are	
  applied	
  

	
  	
  	
  	
  

Simple	
  Label	
  Transfer	
  (SLT)	
  
A. Makadia, V. Pavlovic, and S. Kumar,                                        
“A new baseline for image annotation,” in Proc. of ECCV, 2008.  
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•  If	
  addi.onal	
  tags	
  are	
  required,	
  the	
  closest	
  images	
  are	
  selected	
  and	
  their	
  tags	
  
applied,	
  according	
  to	
  their	
  co-­‐occurrence	
  with	
  the	
  keywords	
  transferred	
  and	
  their	
  
local	
  frequency.	
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•  Learns	
  a	
  weighted	
  nearest	
  neighbor	
  model	
  to	
  find	
  the	
  op.mal	
  combina.on	
  of	
  feature	
  
distances.	
  The	
  model	
  is	
  defined	
  over	
  a	
  probabilis.c	
  framework.	
  

•  The	
  probability	
  that	
  word	
  w	
  is	
  associated	
  to	
  an	
  image	
  i	
  is	
  defined	
  as:	
  

	
  
	
  yiw ∈	
  {+1,-­‐1}	
  indicates	
  whether	
  tag w is	
  relevant	
  or	
  not	
  for	
  image	
  i 
	
  πij	
  	
  is	
  the	
  weight	
  of	
  image	
  j	
  (from	
  the	
  visual	
  neighbours)	
  in	
  respect	
  to	
  image i to	
  be	
  learned.	
  	
  

Tag	
  Prop	
  weighted	
  NN	
  annota.on	
  (TP)	
  
M. Guillaumin, T. Mensink, J. Verbeek, and C. Schmid,                    
“TagProp: Discriminative metric learning in nearest neighbor 
models for image auto-annotation,” in Proc. of ICCV, 2009.  

p(yiw = +1) =
X

j

⇡ijp(yiw = +1|j) ⇡ij � 0 ^
P

j ⇡ij = 1

p(yiw = +1|j) =
(
1� ✏ for yjw = +1

✏ otherwise.

	
  	
  
•  The	
  objec.ve	
  is	
  to	
  maximize	
  the	
  log-­‐likelihood	
  by	
  using	
  an	
  EM-­‐algorithm	
  or	
  a	
  

projected	
  gradient	
  descent:	
  

	
  
•  Weights	
  can	
  be	
  defined	
  as	
  a	
  func.on	
  of	
  distance	
  of	
  neighbours	
  images.	
  
	
  
	
  
•  Due	
  to	
  the	
  unbalanced	
  frequency	
  of	
  tags,	
  a	
  word-­‐specific	
  logis.c	
  discriminant	
  is	
  

introduced	
  to	
  boost	
  the	
  probability	
  for	
  rare	
  terms	
  and	
  decrease	
  it	
  for	
  frequent	
  ones.	
  

L =
X

i,w

ln p(yiw) =
X

i,w

ln
X

j

⇡ij p(yiw|j)
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Figure 3: Coefficients of the linear distance com-
bination learned with TagProp with distance-based
weights, and sigmoid transformation included.
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Figure 4: Rank-based weights learned using the 15
base distances and their equally weighted sum. The
top panel shows the total weight associated with
each distance, and the bottom panel shows the total
weight associated with rank 1 up to 50.

Note that the weights are sparse: only seven of the 15 dis-
tance measures receive a non-zero weight. The most im-
portant distance measures are the ones based on the Gist
descriptor, and the local SIFT descriptors. From the colour
features, only the Harris-Hue and the LAB and RGB his-
tograms that include spatial layout are used.

In Figure 4 we consider rank-based weights, when using
the 15 base distances together with their equal sum to de-
fine a 16-th set of neighbours. Remember that in this case
a weight for each combination of rank and distance mea-
sure is learned. To visualize the weights we look at the
total weight assigned to neighbours of a certain distance, by
summing over the weights assigned to that distance for dif-
ferent ranks. Similarly, we look at the total weight assigned
to neighbours of a certain rank, by summing over distance
measures. We observe that the weights drop quickly as a
function of their rank, and that also in this case the Gist de-
scriptor and the local SIFT descriptors are the most useful
to define the weights of neighbours. Interestingly, the equal
sum of distances receives the largest weight. This suggests
that images that are similar according to multiple distance
measures are the most useful to predict the annotations.
However, by also assigning weight to neighbours from other
distance measures a significant increase in performance is
obtained, cf. Figure 2.

For the following experiments, we use TagProp models
with sigmoid included, and with 200 and 1000 neighbours
for distance-based and rank-based weights respectively. Fig-
ure 5 gives an overview of the most ‘difficult’ images for Tag-
Prop using distance-based weights: for each of the 14 con-
cepts with a strict labeling we show the positive image with
the lowest score, and the negative image with the highest
score. Interestingly, for several concepts the highest scoring
negative example can be argued to be actually relevant (e.g.
for clouds, flower, night, portrait, river, sea, and tree).

4.2 Comparison with SVM classifiers
When dealing with a limited number of annotation con-

cepts, we can learn a separate classifier for each one of them
instead of using nearest neighbour style models as presented
above. The advantage of such an approach is that a separate
set of parameters can be learned for each concept to opti-
mally separate the relevant from the non-relevant images.

We trained support vector machine (SVM) classifiers us-
ing RBF kernels based on the equally weighted sum of our
base distances. The kernel function that compares two im-
ages is thus given by k(xi, xj) = exp(−d(xi, xj)/λ), where
d(xi, xj) is the equally weighted distance combination, and
λ is set as the average of all pairwise distances among the
training images. For a given concept, we can then rank the
images by the classifier output score.

In order to rank the concepts for a given image we need to
compare the SVM scores of different concepts. To this end
we used 10% of the training data of each concept to learn
a sigmoid to map the SVM scores to probabilities. In order
to set the regularization parameter of the SVMs we perform
10 fold cross-validation.

In Table 1 we present AP scores per annotated concept for
the SVM classifiers, as well as TagProp with distance-based
and rank-based weights. For reference, we also included the
precision for a random ranking, i.e. the fraction of relevant
images per concept. On average, TagProp performs similar
using either distance-based or rank-based weights, although

542

p(yiw = +1) = �(↵wxiw + �w)

⇡ij =
exp(�d✓(i, j))P
j0 exp(�d✓(i, j0))

Weights	
  learned	
  	
  
 

clouds sky (0.99) female people (0.62)
sea clouds (0.94) indoor indoor (0.49)
sky water (0.90) male female (0.31)
structures sea (0.70) night portrait (0.30)
sunset sunset (0.51) people male (0.24)
water structures (0.43) portrait night (0.13)

clouds sky (0.60) clouds sky (0.99)
female structures (0.36) male clouds (0.99)
male tree (0.24) people water (0.69)
people people (0.18) sea structures (0.64)
sky clouds (0.17) sky sea (0.32)
structures indoor (0.13) water tree (0.32)

animals sky (0.90) animals sky (0.52)
bird water (0.53) bird water (0.50)
lake clouds (0.45) lake structures (0.48)
river structures (0.39) river people (0.23)
sea transport (0.29) sea tree (0.22)
water sunset (0.22) water clouds (0.20)

Figure 1: Example images from the MIR Flickr set, for each image we show the manually assigned annotation
terms, and those predicted using TagProp with the relevance estimate in brackets, and underlined if correct.
In the first row the top predicted terms coincide with the actual predictions, the middle row four of the top
six terms are correct (a typical situation), and in the last row only one of the top six predictions is correct.

collection of annotated training images. Annotation terms
of test images are predicted by means of a weighted sum
of the annotations of their neighbours: the visually most
similar images in the training set. TagProp can combine a
collection of several distance measures to define visual sim-
ilarity, capturing different aspects of image content, such as
local shape descriptors, and global colour histograms. The
parameters of the model combine the various visual simi-
larities to define the optimal weights to training images in
terms of the likelihood criterion. TagProp also includes a
term-specific sigmoid function to compensate for the differ-
ent frequencies of annotation terms.

Our model is inspired by recent successful methods [6,
13, 18], that propagate the annotations of training images
to new images. Our models are learnt in a discriminative
manner, rather than using held-out data [6], or using neigh-
bours in an adhoc manner to annotate images as in [18].
In [18] the authors also tried to combine different image
similarities by learning a binary classifier separating image
pairs that have several tags in common from images that
do not share any tags. However, this approach did not give
better results than an equally weighted combination of the
distance measures. Our model does successfully combine
different similarity measures, because we integrate learning
the distance combination in the model, rather than learn-
ing it through solving an auxiliary problem. Other nearest
neighbour techniques for image annotation include methods
based on label diffusion over a similarity graph of labeled
and unlabelled images [16, 22], or learning discriminative
models in neighbourhoods of test images [25].

Other related work includes a variety of generative mod-

els. To annotate a new image these models compute the
conditional probability over annotation terms given the vi-
sual features of the image. One important family of meth-
ods is based on topic models such as latent Dirichlet alloca-
tion, probabilistic latent semantic analysis, and hierarchical
Dirichlet processes, see e.g. [1, 20, 24]. A second family of
methods uses mixture models to define a joint distribution
over image features and annotation tags. Sometimes a fixed
number of mixture components over visual features per key-
word is used [3], while other models use the training images
as components to define a mixture model over visual features
and tags [6, 13]. The latter can be seen as non-parametric
density estimators over the co-occurrence of images and an-
notations. A potential weakness of generative models is that
they maximise the generative data likelihood, which is not
necessarily optimal for predictive performance. Discrimina-
tive models for tag prediction have also been proposed [4,
8, 10]. These methods learn a separate classifier for each
annotation term to predict whether a test image is relevant.

We assess the image annotation performance of different
variants of TagProp, and compare against an approach that
learns a separate classifier for each annotation term to pre-
dict its relevance for an image. For the separate classifiers
we choose non-linear support vector machines (SVMs) based
on local image features, which have shown state-of-the-art
performance for image classification [26]. Our evaluations
are performed using the MIR Flickr set [11], a recent data
set that contains 25.000 images downloaded from the Flickr
photo sharing website1. For each image, the tags associ-
ated with the image on the Flickr website are available, as

1See http://www.flickr.com.
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•  Define	
  a	
  tag	
  relevance	
  measure	
  considering	
  the	
  distribu.on	
  of	
  the	
  tag	
  in	
  the	
  

neighbor	
  set	
  of	
  the	
  image	
  and	
  in	
  the	
  en.re	
  collec.on:	
  	
  
–  the	
  more	
  frequent	
  a	
  tag	
  is	
  in	
  the	
  neighbor	
  set	
  the	
  more	
  relevant	
  it	
  is	
  	
  (if	
  different	
  persons	
  

label	
  visually	
  similar	
  images	
  using	
  the	
  same	
  tags,	
  then	
  these	
  tags	
  are	
  more	
  likely	
  to	
  reflect	
  
objec.ve	
  aspects	
  of	
  the	
  visual	
  content).	
  	
  

–  frequently	
  occurring	
  tags	
  in	
  the	
  collec.on	
  are	
  unlikely	
  to	
  be	
  relevant	
  to	
  the	
  majority	
  of	
  
images	
  

	
  
	
  
	
  
	
  

Tag	
  Relevance	
  Learning	
  (TR)	
  
X. Li, C. G. M. Snoek, and M. Worring,                                                       
“Learning social tag relevance by neighbor voting,”                                  
IEEE Transactions on Multi- media, vol. 11, no. 7, pp. 1310–1322, 2009.  
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DistribuJon	
  of	
  each	
  tag	
  in	
  Nk(I, k)  
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  of	
  each	
  tag	
  in	
  the	
  collecJon	
  

Final	
  TagRelevance	
  measure	
  

minus	
  

nw counts the occurrences of w in the neighborhood 
Nf(I,k) of k similar images,  
 
Prior(w,k) is the frequency of occurrence of w in the 
collection  
 
Only one image per user is considered  

LI ET AL.: LEARNING SOCIAL TAG RELEVANCE BY NEIGHBOR VOTING 5

we use (P (Rw) + εI,w) to represent the probability that an
image randomly selected from the neighbor set NNf (I, k) is
relevant with respect to w. Since an image is either relevant
or irrelevant to w, we use (1 − (P (Rw) + εI,w)), namely
(P (Rc

w) − εI,w), to represent the probability that an image
randomly selected from NNf (I, k) is irrelevant with respect
to w. Then, the number of relevant images in the neighbor set
is expressed as

|Nf (I, k) ∩ Rw| = k · (P (Rw) + εI,w), (3)

and the number of irrelevant images in the neighbor set as

|Nf (I, k) ∩ Rc
w| = k · (P (Rc

w) − εI,w). (4)

It is worth mentioning that the variable εI,w is introduced to
help us derive important properties of the proposed algorithm.
We do not rely on εI,w for implementing the algorithm.

Based on the above discussion, if the visual search is equal
to random sampling, we have εI,w = 0. If the visual is better
than random sampling, we have

εI1,w > 0 > εI2,w, for I1 ∈ Rw and I2 ∈ Rc
w. (5)

We then make our second assumption as

Assumption 2: Visual search. A content-based

visual search is better than random sampling.

Bearing the analysis of user tagging and visual search in
mind, we now consider the distribution of tag w within the
neighbor set of image I . Since we can divide the neighbor set
into two distinct subsets Nf (I, k) ∩ Rw and Nf (I, k) ∩ Rc

w,
we count the number of w in the two subsets, separately. That
is,

nw[Nf (I, k)] = nw[Nf (I, k) ∩ Rw] + nw[Nf (I, k) ∩ Rc
w]

= k · (P (Rw) + εI,w)P (w|Rw)+
k · (P (Rc

w) − εI,w)P (w|Rc
w).

(6)
In a similar fashion we derive

nw[Nrand(k)] = k · (P (Rw)P (w|Rw) + P (Rc
w)P (w|Rc

w)) .
(7)

Since nw[Nrand(k)] reflects the occurrence frequency of w
in the entire collection, we denote it as Prior(w, k). By
substituting Eq. 7 into Eq. 6, we obtain

nw[Nf (I, k)]−Prior(w, k) = k·(P (w|Rw) − P (w|Rc
w)) εI,w.

(8)
Further, by defining

tagRelevance(w, I, k) := nw[Nf (I, k)] − Prior(w, k), (9)

we arrive at the following two theorems:

Theorem 1: Image ranking. Given assumption 1

and assumption 2, tagRelevance yields an ideal

image ranking for tag w, that is, for I1 ∈ Rw

and I2 ∈ Rc
w, we have tagRelevance(w, I1) >

tagRelevance(w, I2).

Theorem 2: Tag ranking. Given assumption 1

and assumption 2, tagRelevance yields an ideal

tag ranking for image I , that is, for two tags w1

and w2, if I ∈ Rw1
and I ∈ R̄w2

, we have

tagRelevance(w1, I) > tagRelevance(w2, I).

We refer to the appendix for detailed proofs of the two
theorems. Note that in the proof of theorem 1, assumption
2 (Eq. 5) can be relaxed as (εI1,w > εI2,w) which we call
relaxed assumption 2. Since the relaxed assumption is more
likely to hold than its origin, this observation indicates that
image ranking is relatively easier than tag ranking.

Our tag relevance function in Eq. 9 consists of two compo-
nents which represents the distribution of the tag in the local
neighborhood and in the entire collection, respectively. This
observation confirms our conjecture made in the beginning of
Section III that a good tag relevance measurement should take
both distribution into account.

C. A Neighbor Voting Algorithm

We have argued in Section III-B that learning tag relevance
boils down to computing (nw[Nf (I, k)] − Prior(w, k)), i.e.,
the count of tag w in the k nearest neighbors of image I minus
the prior frequency of w. Consider that each neighbor votes on
w if it is labeled with w itself, nw[Nf (I, k)] is then the count
of neighbor votes on w. Thereby, we introduce a neighbor
voting algorithm: given a user-tagged image, we first perform
content-based k-nn search to find its visual neighbors, and then
for each neighbor image, we use its tags to vote on tags of
the given image. We approximate the prior frequency of tag
w as

Prior(w, k) ≈ k
|Lw|

|Φ|
, (10)

where k is the number of visual neighbors, |Lw| the number
of images labeled with w, and |Φ| the size of the entire
collection. Note that the function tagRelevance in Eq. 9 does
not necessarily obtain positive results. We set the minimum
value of tagRelevance to 1. In other words, if the learned
tag relevance value of a user-contriubted tag is less than its
original frequency in an image, we reject the tag relevance
learning result for that image. In addition, we observe that the
voting result might be biased by individual users who have a
number of visually similar images, as shown in Figure 3(a).
In order to make the voting decision more objective (which
we target at), we introduce a unique-user constraint on the
neighbor set. That is, each user has at most one image in the
neighbor set per voting round. As shown in Figure 3(b), with
the unique-user constraint we effectively reduce the voting
bias. We finally summarize the procedure for learning tag
relevance by neighbor voting in Algorithm 1.

IV. EXPERIMENTAL SETUP

A. Experiments

We evaluate our tag relevance learning algorithm in both an
image ranking scenario and a tag ranking scenario. For image
ranking, we compare three tag-based image retrieval methods
with and without tag relevance learning. For tag ranking, we
demonstrate the potential of our algorithm in helping user
tagging in two settings, namely, tag suggestion for labeled

•  Images	
  relevant	
  wrt	
  a	
  tag	
  should	
  be	
  ranked	
  ahead	
  of	
  images	
  irrelevant	
  wrt	
  the	
  tag.	
  
Simply	
  using	
  a	
  t-­‐idf	
  like	
  scheme	
  tends	
  to	
  overweight	
  rare	
  tags	
  

•  Good	
  tag	
  relevance	
  for	
  both	
  image	
  ranking	
  and	
  tag	
  ranking,	
  if	
  we	
  can	
  assume	
  that:	
  
‒  probability	
  of	
  correct	
  user	
  tagging	
  is	
  larger	
  than	
  incorrect	
  tagging	
  
‒  content	
  based	
  search	
  is	
  beVer	
  than	
  search	
  at	
  random	
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• 	
  	
  	
  	
  MIRFlickr	
  dataset:	
  
− 	
  16	
  global	
  and	
  local	
  features	
  	
  
− 	
  Distance:	
  combina.on	
  of	
  L2	
  and	
  e	
  KL-­‐divergence	
  
− 	
  Performance:	
  macro	
  and	
  micro-­‐average	
  
− 	
  Train	
  10k	
  and	
  test	
  15k	
  set	
  
− 	
  	
  

	
  

	
  
	
  

• 	
  	
  	
  	
  NUSwide	
  dataset:	
  
− 	
  features	
  428dim	
  feature	
  vector:	
  

•  Color	
  moments	
  
•  Wavelet	
  coefficients	
  
•  Edge	
  histogram	
  

− 	
  Distance:	
  L2-­‐norm	
  
− 	
  Only	
  tags	
  with	
  direct	
  correspondence	
  with	
  ground	
  truth	
  are	
  retained	
  
− 	
  Performance:	
  macro	
  and	
  micro-­‐average	
  
− 	
  Train	
  1/3	
  and	
  test	
  2/3	
  set	
  

MIRFLICKR 
25.000 Flickr images  
_ 
_ 
27  
9.862  
1386 
_ 
_ 
 

MIRFLICKR NUSWIDE 

	
  T.	
  Uricchio,	
  L.	
  Ballan,	
  M.	
  Ber.ni	
  and	
  A.	
  Del	
  Bimbo,	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
“An	
  evalua.on	
  of	
  nearest-­‐neighbor	
  methods	
  for	
  tag	
  refinement,	
  
Proc.	
  of	
  ICME,	
  2013.	
  	
  (to	
  be	
  presented).	
  

A	
  Compara.ve	
  Analysis	
  

NUSWIDE-270K NUSWIDE-240K
Images 269,648 238,251

Train Set 161,789 158,834
Test Set 107,859 79,417

Ground truth tags 81 81
Users � 24,625

Original Tags 5,018 5,018
Filtered Tags Wikipedia 521 �
Filtered Tags WordNet � 684 219 

1.3 tag per image avg 

4 tag per image avg 
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(a) (b)

Fig. 2. F-score results (y axis) on the MIRFlickr-25K dataset with (a) the Simple Label Transfer algorithm [7], (b) the Tag
Relevance Learning algorithm [8]. These results are obtained by varying the number of visual neighbors (K) and the number m

of retained tags per image (x axis).

UT RWR [11] TRVSC [4] LR [5]
Zhu et al. [5] 0.22 0.34 0.41 0.42
Liu et al. [16] 0.2 0.31 0.37 -

Table 3. F-score performances of other algorithms for tag
refinement on MIRFlickr-25K, as reported in the literature.

These results demonstrate that nearest-neighbor methods,
when applied to tag refinement, give comparable results to
more complex state-of-the-art approaches, despite their sim-
plicity and low computational cost. Complex and computa-
tionally intensive algorithms such as TRVSC [4] and LR [5]
give an improvement in performance of about 2 percent, but
require re-training if the datasets change. The recent results
by Liu et al. [16], obtained using different visual features (i.e.
500-d BoW of SIFT descriptors), confirm the same trend.

4.4. Evaluation of Tag Refinement on NUS-WIDE-240K

We have done similar experiments on the NUS-WIDE-240K
dataset, using the same parameters and the same experimen-
tal methodology. Again, we performed two sets of experi-
ments. The first one has been conducted on the entire dataset
(i.e. 238,251 images) and the results are shown in Table 4.
The second one has been conducted using 158,834 images as
training set and the remaining 79,417 as test set. In this case,
the results are reported in Table 5. The variation of perfor-
mance due to changes in the number of visual neighbors K

and number of retained tags m per image is similar to that
reported in Fig. 2 for MIRFlickr-25K.

The experiments on the NUS-WIDE-240K dataset con-
firm that the TR algorithm of Li et al. [8] gives the best re-
sults. It is more difficult to compare our results with the

previous works since, in the case of the NUS-WIDE dataset,
the previous works often use a subset of the full dataset (of-
ten due to the large-scale nature of this dataset) and some
undocumented/non-standard experimental procedures. Zhu
et al. [5] reported in their paper some results on the NUS-
WIDE-270K dataset. Their pre-processing step on the tags
vocabulary results in 521 tags (instead of our 684 tags). Their
results are lower than the others reported by us and by the
other works in the literature; their baseline UT is 0.269 while
in our case is 0.35 (see Table 4) and so their results are not
comparable to us; our results is more similar to those reported
by Liu et al. [16] (UT=0.45) and Sang et al. [6] (UT=0.477).
But both [16] and [6] used subsets of the NUS-WIDE-270K
dataset, due to the inapplicability of their methods for such a
huge number of images. In particular, Liu et al. [16] used a
subset of only 24,300 images, while Sang et al. [6] used a sub-
set of 124,099 images (about half of our NUS-WIDE-240K).
Sang et al. have used also the same features of us but they
have reported results obtained with m = 10 tags per image.
On their dataset, they have obtained 0.475 with the RWR [11]
method, 0.49 with TRVSC [4], 0.523 with LR [5], and 0.571
with their best algorithm.

UT SLT [7] TR [8]
F-score macro 0.35 0.37 0.44
F-score micro 0.11 0.18 0.23

Table 4. Average performances of different algorithms for tag
refinement on NUS-WIDE-240K (full dataset).

Also in the case of a large-scale dataset such as NUS-
WIDE-240K, nearest-neighbor based methods show compet-
itive performance. Moreover, an important aspect that is clear

Methods	
  Comparison	
  

•  Dependency	
  of	
  precision	
  on	
  number	
  of	
  tags	
  suggested	
  (train	
  dataset)	
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•  Influence	
  of	
  neighbourhood	
  on	
  precision	
  (full	
  dataset)	
  

Considera.ons	
  

•  Nearest-­‐neighbour	
  methods,	
  when	
  applied	
  to	
  tag	
  refinement,	
  give	
  comparable	
  results	
  to	
  
more	
  complex	
  state-­‐of-­‐the-­‐art	
  approaches,	
  despite	
  their	
  simplicity	
  and	
  low	
  computa.onal	
  
cost.	
  

•  High	
  sparsity	
  and	
  unbalanced	
  annota.ons	
  are	
  the	
  main	
  difficul.es	
  to	
  overcome.	
  
Decomposi.on	
  models	
  are	
  capable	
  of	
  addressing	
  an	
  higher	
  level	
  seman.c	
  by	
  exploi.ng	
  
latent	
  rela.ons	
  and	
  fusing	
  several	
  dimensions	
  of	
  mul.media	
  data.	
  This	
  can	
  be	
  an	
  advantage	
  
as	
  the	
  dic.onary	
  of	
  annota.ons	
  become	
  bigger	
  and	
  bigger.	
  

	
  
•  Nearest-­‐neighbor	
  models	
  depends	
  exclusively	
  on	
  the	
  distance	
  over	
  images.	
  High	
  level	
  

concepts	
  (with	
  a	
  strong	
  seman.c	
  gap)	
  are	
  difficult	
  to	
  predict.	
  A	
  higher	
  level	
  seman.c	
  space	
  
could	
  be	
  the	
  way	
  to	
  boost	
  performance	
  in	
  NN	
  models.	
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•  Tag	
  sugges.on	
  in	
  user-­‐generated	
  videos	
  has	
  been	
  less	
  explored:	
  
–  Use	
  YouTube	
  related	
  videos	
  metadata	
  to	
  enrich	
  and	
  re-­‐rank	
  informa.on	
  of	
  a	
  specific	
  

video	
  	
  [Wu	
  et	
  al.’09,	
  Liu	
  et	
  al.’10]	
  
–  Learn	
  sta.s.cal	
  models	
  for	
  the	
  appearance	
  of	
  seman.c	
  concepts	
  to	
  tag	
  unseen	
  videos	
  

[Ulges	
  et	
  al.	
  ’10].	
  
–  Visual	
  near-­‐duplicates	
  for	
  tag-­‐sugges.on	
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•  Effec.ve	
  automa.c	
  annota.on	
  of	
  video	
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  refinement	
  of	
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  exis.ng	
  
tags	
  and	
  temporal	
  localiza.on	
  within	
  video	
  shots.	
  	
  
‒  Tag	
  localiza.on	
  based	
  on	
  learning	
  	
  [Chu	
  et	
  al.	
  ’11]	
  [Li	
  et	
  al.	
  ‘11]	
  [Li	
  et	
  al.	
  ’13]	
  

for training. Annotating these is a time-consuming task (for
example, for the acquisition of 500 LSCOM concepts an
annotation effort of 6000 man hours was made.

(2) The number of concepts required to cover users’ information
needs is high: Chang et al. [10] report that increasing the
concept lexicon size from 39 to 374 concepts improves the
number of user queries to be answered by 50% and the over-
all retrieval performance by 100%. An outlook on what num-
bers of concepts might ultimately be required for practical
high-quality video search is given by Hauptmann et al.
[17]. It lies in the range of 3000–5000 concepts for the
domain of news video. For general-purpose video search, a
significantly higher number of concepts might be useful.

(3) Ground truth annotations are always bound to the underly-
ing video dataset, and concept detection systems are known
to strongly overfit to the domain they are trained on [51].

(4) Once they have been made, annotations are static, and so are
the concept detectors trained on them. In contrast to this,
the world around us – and with it its videos and users’ infor-
mation needs – is constantly evolving. New concepts of
interest emerge, like ‘‘9–11”, ‘‘secondlife”, or ‘‘Barack
Obama”. Similarly, concept detection systems should adapt
to dynamic user interest. Keeping track of these changes is
impractical using explicit manual annotations.

To overcome these problems, we suggest web video portals like
YouTube as a large-scale dynamic source of training data. This idea
is illustrated in Fig. 1: given a target concept to be learned, the con-
cept detection system acquires a training videos from web portals
like YouTube. This video content comes with textual annotations
that are employed as ground truth labels for concept learning: if
a clip is tagged with the target concept, it serves as a positive train-
ing sample, otherwise as a negative one. Minimal manual input is
required (basically, textual descriptions of concepts to be learned).
Such a training comes with two fundamental benefits: (1) Scalabil-

ity: systems can scale up to thousands of concepts if enough pro-
cessing power is available. (2) Flexibility: online video portals are
highly dynamic – for example, users upload 65,000 videos to You-
Tube every day [46] dealing with upcoming topics of interest. This
content is astonishingly up-to-date (for example, clips of the open-
ing ceremony of the Olympics’08 were available a few hours after
the event), which allows detectors to keep track of users’ informa-
tion needs.

On the downside, there are several key problems with web vi-
deo as training material. (1) Domain complexity: online video as
a domain shows a high variability, as video sharing portals host al-
most all kinds of video, ranging from TV snippets to home video
content. The budget and time invested into the production of a clip
may vary significantly, as well as other important parameters such
as camera, coding quality, and locations. (2) Coarse annotations:
online video tags are coarse, since users only provide labels on vi-
deo level and no shot-accurate annotations are given. (3) Unreliable
annotations: while state-of-the-art datasets are annotated accord-
ing to precise visual criteria, the motivation with which users as-
sign labels to their web videos can be very subtle. For example, a
YouTube search for videos tagged with ‘‘airplane” returns shots
of airplanes, but also videoblogs about airplane safety, instructions
on how to build paper airplanes, and views from inside an airplane
cockpit (Fig. 2 illustrates this problem for the concept ‘‘boat/ship”).

These difficulties render a training of automatic concept detec-
tors on online video content an extremely difficult challenge, and
performance loss is to be expected compared to training on accu-
rate annotations as provided for state-of-the-art concept detection.
The goal of this paper is to investigate whether – despite these dif-
ficulties – online video can serve as an information source for con-
cept detector training. For this purpose, a concept detection
prototype learning from web video content is presented (Section
3) and benchmarked against detectors trained on standard data-
sets (Section 4). Thereby, as the focus is on the comparison on dif-
ferent kinds of training data, the features and architecture used are

Fig. 1. The proposed concept detection system autonomously downloads a set of training videos from portals like YouTube. From these videos, statistical models for the
appearance of semantic concepts are learned, which can then be applied to tag previously unseen videos.

Fig. 2. Positive training samples for the concept ‘‘boat/ship” when (a) using a state-of-the-art training set (TRECVID’07) and (b) using tagged online videos downloaded from
YouTube. It can be seen that the online video training set contains a significant amount of irrelevant material. Images from the TRECVID’07 dataset (a) and from YouTube (b).

A. Ulges et al. / Computer Vision and Image Understanding 114 (2010) 429–438 431
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Video	
  Tag	
  Refinement	
  with	
  Tag	
  Localiza.on	
  

Retrieved Flickr images and Image 
Clustering 

–  Flickr	
  images	
  	
  I retrieved	
  using	
  video	
  tags	
  are	
  clustered	
  by	
  k-­‐means.	
  	
  
–  For	
  each	
  keyframe	
  in	
  K	
  and	
  image	
  in	
  I a	
  72-­‐d	
  visual	
  feature	
  vector	
  is	
  computed	
  	
  

–  Cluster	
  centers	
  of	
  images	
  in	
  I are	
  used	
  as	
  an	
  index	
  to	
  search	
  for	
  similar	
  keyframes	
  in	
  K 
–  The	
  set	
  of	
  image	
  tags	
  T of I	
  is	
  assumed	
  as	
  the	
  dic.onary.	
  	
  

–  For	
  each	
  keyframe	
  k	
  	
  retrieved,	
  all	
  the	
  images	
  in	
  the	
  clusters	
  are	
  regarded	
  as	
  visual	
  
neighbors	
  of	
  k   

–  Tags	
  of	
  these	
  images	
  are	
  associated	
  to	
  keyframe	
  k :	
  	
  Tk = {v1, ..., vn} 

–  Video	
  tags	
  in	
  V are	
  assumed	
  as	
  valid	
  only	
  if	
  they	
  are	
  also	
  in	
  Tk (otherwise	
  are	
  eliminated	
  
from	
  the	
  tag	
  list)	
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–  WordNet	
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  are	
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  to	
  Tk	
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  to	
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  images	
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  Flickr	
  

–  Tags	
  in	
  Tk	
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  have	
  high	
  value	
  of	
  co-­‐occurrence	
  with	
  the	
  ini.al	
  tag	
  set	
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  a	
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candidate	
  list	
  C  

–  For	
  each	
  candidate	
  tag	
  c	
  in	
  C	
  a	
  score(c,Tk) is	
  computed	
  according	
  to	
  the	
  Vote+	
  algorithm.	
  
For	
  each	
  candidate	
  tag	
  c	
  and	
  each	
  keyframe	
  k,	
  the	
  score(c,k) is	
  computed	
  as:	
  	
  

–  The	
  five	
  most	
  relevant	
  tags	
  according	
  to	
  score(c,k) are	
  added	
  at	
  the	
  shot	
  level	
  
–  The	
  union	
  of	
  all	
  tags	
  added	
  at	
  shot	
  level	
  are	
  used	
  for	
  annota.on	
  at	
  video	
  level	
  

Figure 2: Overview of the proposed system.

features that account for texture information (in particular
we have used coarseness, contrast and directionality). This
combination of features has a low computational cost and
has been shown to be effective for scalable image annota-
tion [15]. The images in I are clustered using k-means,
because of its convergence speed and empirical success in
content-based image analysis and retrieval. Cluster centers
are used as an index for approximate nearest neighbor search
based on visual similarity of the k ∈ K keyframes.
For each k ∈ K keyframe is retrieved the nearest cluster

center, and the images belonging to that cluster are selected
as neighbors. The set {v1, ..., vn} is considered as the set of
tags of k since in this case, unlike in [7], k has no associated
tag.

However, following this simplistic approach does not yield
good results for video annotation: in fact the video tags may
be associated only with certain keyframes, i.e. some v may be
related only to a certain shot and not to another; considering
all the v ∈ V for each shot would simply result in a re-
ranked list of the same tags. To solve this problem we have
adopted the following approach: a tag v is kept in the list
Tk of the tags of k, and thus its relevance is computed, only
if it is present among the tags of the visual neighbourhood.
In case that a relevant tag is incorrectly eliminated in this
phase, it may be recovered during the following stage of
annotation. Also the WordNet synonyms of all the v that
are kept after this filtering, are added to extend the list
Tk associated to each shot. To compute the relevance of
synonyms a new set of images is downloaded from Flickr but,
to cope with the fact that synonyms introduce a semantic
drift, we heuristically chose to download a number of images
that is one third of that used for the {v1, ..., vn} tags.

To add new tags to each shot we compute a set of candi-

date tags for each shot from the dictionary T . ∀t ∈ T is com-
puted its tag relevance and resulting rank position rankt.
For each tag associated with a keyframe (tk ∈ Tk), as ob-
tained from the previous step, is computed the co-occurrence
with all the t ∈ T , creating a tag candidate list C of the tags
that have a co-occurrence value that is above the average.
∀c ∈ C is computed a suggestion score score(c, Tk), accord-
ing to the V ote+ algorithm. Finally, for each candidate tag
of each keyframe k is computed a score according to the
suggestion score proposed in [7]:

score(c, k) = score(c, Tk) ·
λ

λ+ (rankc − 1)

This score is used to order the tags to be added to the shot,
and the five most relevant tags are then used to annotate
the shot.

The union of all the tags added to all the shots in this
second step, is used to annotate the video at the global level.

3. EXPERIMENTAL RESULTS
We have evaluated the performance of our proposed ap-

proach using a dataset designed to represent the variety of
content on YouTube. The dataset was created by choosing
4 YouTube videos selected from each of the 14 categories
used by YouTube, to cover the most of different types of
videos. The number of detected shots is 1135, resulting in
3405 keyframes analyzed. All the videos in the dataset had
been previously tagged by YouTube users. The number of
tags per video varies from a minimum of 3 to a maximum of
26. The videos and the related tags were collected through
the YouTube API1.
1YouTube APIs and Tools
http://code.google.com/apis/youtube
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  done	
  done	
  considering:	
  	
  

–  Tags	
  in	
  You	
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  on	
  tag	
  posi.on	
  in	
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  or	
  relevance	
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  You	
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related	
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  for	
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  15	
  Flickr	
  images	
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  to	
  the	
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  of	
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  API.	
  	
  

A
A BCADEC
FA EA
CC
CD

AC


AA
BCADFAEC
CC
EAD

BCAFA
BCADA

BCA
CBCADAD

BCA
CEC

CA  C

E
CA
CC
AAC

FA
BCAD

Figure 2: Overview of the system.

localization (see Fig. 1) in internet videos [1, 3, 10]. In [1]
shots of YouTube videos are automatically annotated using
Flickr images, with a tag relevance algorithm that, exploit-
ing visual similarity of keyframes and images, can also add
new tags that were not originally available in videos. Local-
ization of video tags is addressed in [3]; a multiple instance
learning approach that considers semantic relatedness of co-
occurring tags is used to model shots and videos. In [10]
video shots are annotated with 34 concept detectors, using
their results to build a semantic representation for each shot.
The same detectors are applied to Flickr images and seman-
tic similarity with video keyframes is used to suggest tags
selected from those of the images.
In this paper we propose a method for video tag suggestion

and temporal localization based on social knowledge. The
system exploits the tags associated to user-generated videos
and images uploaded to social sites (such as YouTube and
Flickr), their visual similarity and the Wikipedia folkson-
omy, to suggest new tags that can be associated at the shot
level to a particular keyframe. Fig. 2 shows an overview of
the system. The rest of the paper is organized as follows:
tag filtering and suggestion is described in Sect. 2; visual
analysis and tag relevance are presented in Sect. 3; exper-
imental results are presented in Sect. 4. Conclusions are
finally drawn in Sect. 5.

2. SOCIAL AND SEMANTIC TAG FILTER-
ING AND EXPANSION

The first step of our approach is the expansion of the tags
associated with the video to be annotated. This is required
because, as noted in [16], YouTube videos are annotated
with an average of five tags, a number that would not al-
low to produce a thorough annotation of all the shots. Tag
expansion is also needed to ease the alignment of different
folksonomies in YouTube and Flickr, to select the images
that will be used to associate the tags to keyframes.

Filtering. We filter the video tags that are candidate for
expansion, to reduce the risk of semantic drift. Given a
video V let U= {u1, · · ·un} be the user-defined tags, after

discarding stopwords, dates and numbers. We determine a
relevance score based on the following method. The tags
ut that appear in the video title get the maximum score
(score(ut) = 1), a behavior similar to that of web search
engines, while the scores of other tags are determined using
the related videos, provided by YouTube.

The basic intuition is that the score of a tag in the video
can be inferred from tags of the related videos: the more fre-
quently a tag occurs in the related videos, the more relevant
it might be. In particular, consider the m related videos
of V and their tags. Let nu be the number of occurrences
of tag u in the related videos, we compute its relevance as
ru = nu/m. Tags with low values are discarded (r < 0.15),
while tags with high relevance (r > 0.85) take scores equal to
1 and are called “strong” tags. For all the other “weak” tags
we consider their co-occurrence and semantic relation with
the “strong” tags. Co-occurrence between two tags is the
number of videos where both tags are used. This value is not
very meaningful, as it does not consider the frequency of the
individual tags. Therefore we normalize the co-occurrence
using the asymmetric normalization method, i.e. with the
frequency of one of the tags as in: o(u1, u2) = n(u1,u2)/nu1

,
where n(u1,u2) is the number of times that the tag u1 co-
occurs with tag u2. This normalization has been found to
improve the diversity of the tags [13]. In particular we com-
pute the co-occurrence between each “weak” tag and the
“strongest”tag (i.e. the tag with maximum r). Then we eval-
uate the semantic relatedness with“strong”tags, considering
the hyperlinks between the corresponding Wikipedia articles
using the method in [9]; the maximum value, su, is consid-
ered. Finally, the scores of the “weak” tags is computed as
the weighted sum of their relevance in related videos, their
co-occurrence with the “strongest” tag ū and their semantic
relationship with the “strong” tags as:

score(u) = w1 · ru + w2 · o(u, ū) + w3 · su

Tags with a score less than a threshold (τfiltering) are dis-
carded, while the others are used in the next step.

Expansion. Tag expansion is done considering two aspects:
i) social information, using tags of the related videos, and
ii) semantic information and folksonomies, using Wikipedia.
For the first aspect we consider the occurrences of the tags
in the related videos: those with a high number of occur-
rences, that are not in the list of filtered tags of the analyzed
video, are inserted. For the second step we use Wikipedia
articles to expand semantically the tags. First we choose the
search terms to select Wikipedia resources. Search terms are
defined by a single tag or by a combination of two tags (ini-
tial experiments have shown that larger combinations are
ineffective). The combination of tags is useful for the dis-
ambiguation of concepts (e.g. consider the combination of
“golden” and “gate”). Two tags are combined if their co-
occurrence in related videos, o(u1, u2), is high; experimen-
tally we found that an effective threshold is 0.9. Search
terms are used to select relevant Wikipedia articles, using
Wikipedia Miner toolkit [8]. For each Wikipedia resource
we consider the list of anchors, i.e. text used within links to
Wikipedia articles, as candidate tags. The anchors that are
more frequently used are added to the tag list.

3. APPEARANCE-BASEDTAGRELEVANCE
Videos are segmented in shots using a fast algorithm that
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  by	
  video	
  category:	
  “Auto	
  &	
  Vehicle”best;	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
“Film	
  &	
  Anima.on”	
  difficult	
  to	
  retrieve	
  Flickr	
  images	
  similar	
  to	
  trailer	
  scenes;	
  	
  	
  	
  	
  	
  	
  
“Howto	
  &	
  Style”	
  	
  too	
  diverse	
  content,	
  hard	
  to	
  be	
  correctly	
  annotated	
  
 

 

Experimental	
  results	
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Uppercase: original YouTube tags at video level 
Lowercase: suggested new tags at shot level 

 

Some	
  Examples	
  (a	
  composed	
  clip)	
  

40 

Ques.ons	
  on	
  external	
  knowledge	
  

•  Exploit	
  ontologies,	
  ImageNet	
  to	
  search	
  for	
  candidate	
  tags	
  
–  ...but	
  who	
  creates/maintains	
  these	
  ontologies	
  ?	
  
–  ...are	
  they	
  computa.onally	
  expensive	
  ?	
  
–  ...are	
  they	
  big	
  enough	
  ?	
  

•  Exploit	
  knowledge	
  bases	
  like	
  Wikipedia	
  to	
  select	
  candidate	
  tags	
  
–  ...need	
  of	
  algorithms	
  to	
  select	
  tags	
  from	
  Wikipedia	
  pages:	
  use	
  Google-­‐like	
  relevance	
  ?	
  

Topic	
  models	
  ?	
  a	
  mix	
  of	
  Google-­‐like	
  +	
  Topic	
  models	
  ?	
  

•  Exploit	
  ready-­‐made	
  services	
  like	
  the	
  Youtube	
  related	
  videos	
  
–  ...can	
  we	
  rely	
  on	
  it	
  ?	
  How	
  does	
  it	
  work	
  ?	
  
–  ...isn’t	
  it	
  too	
  much	
  applica.on	
  specific	
  ?	
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Adding	
  community	
  informa.on	
  

41 

•  Social	
  graph	
  
–  ...a	
  user	
  may	
  be	
  part	
  of	
  specific	
  groups	
  	
  

(e.g.	
  Flickr	
  groups,	
  as	
  in	
  [Ulges	
  and	
  Worring	
  2011])	
  
–  ...a	
  user	
  may	
  have	
  a	
  paVern	
  in	
  the	
  type	
  of	
  material	
  

uploaded	
  
–  ...the	
  likes	
  may	
  indicate	
  that	
  the	
  content	
  of	
  a	
  user	
  is	
  

interes.ng	
  for	
  a	
  community	
  

•  User	
  comments	
  
–  ...although	
  taking	
  them	
  into	
  account	
  may	
  be	
  much	
  more	
  

noisy	
  than	
  tags…	
  

	
  
	
  


